
Announcements
Hw1 is available on Gradescope. Due Friday Jan 
30. All hw counts!! (no drops), but you have 6 late 
days to use
On all homework problems (expect for coding) 
you are always asked to prove any statement 
you claim. If you design an algorithm and claim 
(1) it is correct and (2) runs in polynomial time, 
you must prove both statements. 
Solutions to section problems posted on canvas, 
video will be posted shortly due to cancelled 
sections
Sections attendance mandatory, will include a 
10 min quiz about previous hw.
Poll Everywhere: register with your Cornell netid



Dynamic Programming II summary

Smaller subproblems: 

Algorithm: Iterative vs. Recursive (memorization: solve any subproblem only once)



Dynamic Programming II summary

Proof of correctness

Running time

Extracting the solution, not only the OPT value



Dynamic Programming II: Segmented Least Squares
Least Squares: fit line
𝑦𝑦 = 𝑚𝑚𝑚𝑚 + 𝑏𝑏 minimizing 
𝐸𝐸𝐸𝐸𝐸𝐸 𝑚𝑚, 𝑏𝑏 = ∑ 𝑦𝑦𝑖𝑖 − 𝑚𝑚𝑥𝑥𝑖𝑖 2

Solution: 𝑚𝑚 = 𝑛𝑛 ∑𝑖𝑖 𝑥𝑥𝑖𝑖𝑦𝑦𝑖𝑖−(∑𝑖𝑖 𝑥𝑥𝑖𝑖)(∑𝑖𝑖 𝑦𝑦𝑖𝑖)
𝑛𝑛 ∑𝑖𝑖 𝑥𝑥𝑖𝑖−(∑𝑖𝑖 𝑦𝑦𝑖𝑖)

2 and 𝑏𝑏 = ∑𝑖𝑖 𝑦𝑦𝑖𝑖−𝑚𝑚 ∑𝑖𝑖 𝑥𝑥𝑖𝑖
𝑛𝑛

Segmented Least Squares: penalty C for using additional segments



Subproblems, and the “final decision”



Correctness of the Algorithm getting the Opt value

Extracting the solution itself



What is the running time of the algorithm we designed?

A. 𝑂𝑂(𝑛𝑛) time
B. 𝑂𝑂(𝑛𝑛 log𝑛𝑛) time
C. 𝑂𝑂(𝑛𝑛2) time
D. 𝑂𝑂(𝑛𝑛3) time
E. 𝑂𝑂(2𝑛𝑛) time




