Announcements

Hw1 is available on Gradescope. Due Friday Jan
30. All hw counts!! (no drops), but you have 6 late
days to use

On all homework problems (expect for coding)
you are always asked to prove any statement
you claim. If you design an algorithm and claim
(1) itis correct and (2) runs in polynomial time,
you must prove both statements.

Solutions to section problems posted on canvas,
video witlbe posted shertly-due to cancelled
sections

Sections attendance mandatory, will include a
10 min quiz about previous hw.
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Dynamic Programming || summary
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Dynamic Programming || summary
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Extracting the solution, not only the OPT value
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Dynamic Programming ll: Segmented Least Squares

Least Squares: fit line S /- (‘Ku;n)
y = mx + b minimizing y | = y- lo'hu’(?

Err(m,b) = ¥ (y; — mx;)* >
X Yy X

nY;xiyi—(2; xi)(X; Vi) and b = Xiyi—m X; xj

Solution: m = Ny, X~ (X Vi) "

Segmented Least Squares: penalty C for using additional segments &.'th “f’)"
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Subproblems, and the “final decision” ke
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Correctness of the Algorithm getting the Opt value
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lont deeson \,ufiﬂ OpHi-l\f Q;h+ C.
y _— ot iatoval Ciwl

ek clee el equahon for Op) (';‘-l>
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What is the running time of the algorithm we designed?

w ilerawons S OPSCOSQO
A. O(n) time o[,‘j es tHesanon For &al...u" g .
B. O(nlogn) time £ 4‘1? oprons forc Opt(5) ':’Z‘; OptC “C
(€O (n?) time 4 e s presconpdt=d | emd for
. W Q¢ Ou\P‘} Op? (w)
0(n3) time com p ':5 S wace back do {ad
E. 0(2™)time 0(«?) * soluhon

A
OK Yo shoe solubong wilb Opt





